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ABSTRACT 

In recent years, the increasing reliance on wireless networks has made them a prime target for 
cyberattacks. Intrusion detection systems (IDS) are critical for identifying and mitigating such threats. 
Traditional IDS methods have limitations, and leveraging advanced techniques like deep learning and 
synthetic data generation can enhance the effectiveness of intrusion detection. Traditional wireless 
network intrusion detection systems often rely on rule-based algorithms or signature-based detection 
methods. While effective to some extent, these methods may struggle with detecting novel or evolving 
attack patterns. The primary challenge is to design a wireless network intrusion detection system that 
can accurately identify and respond to various types of cyberattacks. This involves developing a 
model capable of learning complex patterns indicative of intrusions while adapting to changing attack 
strategies. Therefore, the need of wireless networks become more prevalent, the need for robust and 
accurate intrusion detection systems is paramount. Rapidly evolving cyber threats require adaptive 
and sophisticated approaches to safeguard network integrity and data confidentiality. The project 
addresses this need by combining advanced techniques for more effective intrusion detection. The 
project, "Innovating wireless network intrusion detection with adaptive synthetic sampling and 
enhanced convolutional neural network," aims to revolutionize wireless network security by 
combining two powerful techniques. The first is adaptive synthetic sampling, which generates 
additional training data to balance class distributions and improve model performance. The second is 
an enhanced convolutional neural network (CNN), which is adept at learning complex spatial patterns 
in network traffic data. By integrating these approaches, this research endeavours to develop a system 
capable of accurately detecting a wide range of intrusions in wireless networks. This advancement 
holds great promise for significantly enhancing the security posture of wireless networks, protecting 
critical assets and data from cyber threats. 

Keywords: IOT, Intrusion, CNN, Cyberattacks, Security, Sampling technique, network, Deep 
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1. INTRODUCTION 

Against the backdrop of escalating concerns surrounding cybersecurity and the imperative to fortify 
the integrity of sensitive data, this research endeavors to forge a system designed for the detection of 
unauthorized access and suspicious activities within computer networks. The significance of this 
undertaking lies in its pivotal role in ensuring the security and confidentiality of information 
traversing the digital landscape. The historical trajectory of this research traces its roots to the 
pressing need for effective wireless network intrusion detection. In the nascent stages of 
cybersecurity, traditional machine learning algorithms, such as Naive Bayes and Support Vector 
Machines (SVM), emerged as stalwart tools for detecting anomalies within network behavior. These 
algorithms, although effective to a certain extent, faced challenges in addressing the evolving 
landscape of cyber threats. The research, recognizing the limitations of traditional methodologies, 
takes a leap forward by integrating a deep learning approach into the intrusion detection framework. 
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Enter the Evolving Cloud-based Neural Network (ECNN), a cutting-edge innovation that harnesses 
the power of deep learning to discern intricate patterns and anomalies within network traffic. This 
integration of ECNN introduces a layer of adaptability and sophistication, allowing the system to 
learn and adapt to emerging threats over time. Moreover, the research incorporates the novel Adaptive 
Sampling and Synthesis (ASS) technique, enhancing the accuracy and efficiency of intrusion 
detection. ASS introduces a dynamic and responsive element to the detection process, ensuring that 
the system remains adept at identifying novel threats and evolving attack vectors. The user interface 
of the developed system is crafted with accessibility in mind, aiming to democratize intrusion 
detection capabilities. This ensures that users, even those without an in-depth understanding of 
machine learning or programming, can navigate the system seamlessly. The integration of traditional 
algorithms alongside deep learning methodologies is orchestrated to strike a balance between the 
interpretability of results and the adaptability required for addressing sophisticated cyber threats. 

 2. LITERATURE SURVEY 

The development of attack recognition technology has gone through three stages: pattern matching 
algorithms, machine learning algorithms and deep learning algorithms. The pattern matching 
algorithm was first applied to intrusion detection tasks based on feature matching. In [1], Wu and 
Shen analysed the classical pattern matching algorithms, BM and AC, and proposed the corresponding 
improved algorithms BMHS and AC-BM; experiments illustrated that the enhanced algorithms 
greatly optimize the timeliness of IDS. Dagar et al. [2] applied RabinKarp and Knuth-MorrisPratt 
pattern matching algorithms to intrusion detection tasks and compared their execution efficiency. 
However, these pattern matching algorithms are difficult to adapt to today’s network environment due 
to the diversity of network attacks. An attack recognition algorithm based on ML has been 
successfully applied to IDS and achieved excellent performance, which gradually replaced the 
traditional pattern matching algorithm. SVM is a typical supervised learning model in ML. Thaseen 
and Kumar [3] presented a novel attack recognition model based on chi-square feature selection and 
multi class support vector machine (SVM). The simulation illustrates that removing redundant 
features significantly improves the calculation accuracy and execution efficiency of the model. Ingre 
et al. [4] established a novel intrusion recognition system by combining the relevant feature screening 
algorithm with decision trees. Nancy et al. [5] designed a dynamic recursive feature selection 
algorithm. By extending the decision tree algorithm and combining it with convolutional neural 
networks. They proposed an intelligent fuzzy temporal decision tree algorithm. The new algorithm 
achieved a high detection rate of unknown attacks on the KDD cup dataset. An improved IDS based 
on a Bayesian network and feature selection algorithm was proposed in [6]. Although these ML 
detection algorithms achieved higher recognition accuracy in intrusion detection tasks, they not only 
need large-scale feature engineering but the model parameters are also difficult to adjust. However, 
the DL algorithm can autonomously abstract features from basic network traffic without complex 
feature engineering. Therefore, related research on intrusion detection is gradually focused on the DL 
method. An LSTM classifier with a gradient descent optimizer is used in IDS [7], which can 
effectively mine the association between features from the perspective of time. Su et al. [8] combined 
an attention mechanism and BLSTM (bidirectional long short-term memory) to propose a network 
anomaly detection model BAT, which extracts coarse-grained features by connecting forward LSTM 
and backward LSTM. The BAT model uses an attention mechanism to filter the network flow vectors 
generated by the BLSTM model to obtain the key characteristics of network traffic classification. Wei 
et al. [9] applied particle swarm optimization (PSO) to optimize the structure of DBN, and the 
improved DBN achieves significant anomaly detection ability.Gao et al. [10] designed an effective 
attack recognition method by combining association rules and improved deep neural networks (DNN), 
which uses the apriori algorithm to mine the association between discrete features and labels to 
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improve the recognition accuracy. Yin et al. [10] presented an effective attack recognition model by 
using feature enhancement and improved RNN; however, the feature enhancement method also 
increases the computational complexity of the model. CNN has been successfully applied to intrusion 
detection tasks because it can extract network traffic characteristics more effectively [4]. Lin et al. [5] 
designed a character-level CL-CNN model. The character-based encoding method makes the features 
more discretized, which contributes to improving the detection accuracy of IDS. Wu et al. [11] 
designed a CNN model with a simple structure and proved the necessity of converting the original 
data into a 2D format through experiments. In addition, the combination of this simple CNN and 2D 
data conversion greatly improves the detection efficiency of the model compared with the RNN model 
in [12]. Ding and Zhai [5] proposed a convolutional neural network model (MS-CNN) based on 
multistage features. Multistage features are obtained by connecting the outputs of all convolutional 
layers to the dense layer with the softmax classifier. By adding supplementary information (such as 
local information and detailed information lost by higherlevel convolutional layers), the expressive 
ability of the model significantly improves. Yang and Wang [13] extracted diverse features through a 
cross-layer aggregated CNN model, which greatly improved the expression ability of the model. 
Although the above attack recognition algorithms using CNN improve the detection accuracy, they 
ignore the interchannel information redundancy in the convolution layer. However, we cannot directly 
discard some channel information because we are not sure which channels are redundant. To 
reasonably eliminate the problem of interchannel information redundancy,  

3. PROPOSED SYSTEM 

This represents a comprehensive approach to intrusion detection in wireless networks using a 
combination of preprocessing techniques, various classification algorithms, and performance 
evaluation metrics 

 

Fig.1: Arctectural block diagram of proposed diagram. 

Dataset Upload and Exploration: The initial step involves uploading the NSL-KDD dataset, a 
common dataset for intrusion detection. The Tkinter GUI facilitates user-friendly file selection, and 
the dataset is displayed to provide a quick overview. 

Preprocessing: After uploading the dataset, preprocessing steps are applied to ensure it is ready for 
model training. The process involves handling missing values, label encoding for categorical features, 
and normalization. The LabelEncoder from scikit-learn is utilized to convert categorical variables into 
numerical format, making them suitable for machine learning algorithms. 

Data Augmentation using SMOTE: The code implements Synthetic Minority Over-sampling 
Technique (SMOTE) for data augmentation. This technique helps balance the class distribution by 
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oversampling the minority classes. A bar graph visualizes the distribution of different attack types 
before and after augmentation. 

Train-Test Split: The dataset is split into training and testing sets, with 80% of the records used for 
training and 20% for testing. This step ensures the model's performance is evaluated on unseen data. 

Training a Specialized CNN Model (ECNN): The code defines and trains a specialized 
Convolutional Neural Network (CNN) model, referred to as ECNN (Enhanced CNN), using the Keras 
library. The model architecture includes convolutional layers, max-pooling layers, and dense layers. 
The training process involves saving the best model weights to a file for later use. 

Applying Existing Classifiers: Two existing classifiers, Naive Bayes and Support Vector Machine 
(SVM), are implemented for intrusion detection. Each classifier is trained on the preprocessed data, 
and their performances are evaluated using accuracy, precision, recall, and F1-score metrics. 

Performance Evaluation and Comparison: The code calculates and displays performance metrics 
such as accuracy, precision, recall, and F1-score for both the proposed ECNN model and the existing 
classifiers. Confusion matrices are visualized to provide insights into the classification results. 

Prediction on Test Data: Finally, the code allows users to upload a new dataset for prediction using 
the trained ECNN model. The selected dataset undergoes the same preprocessing steps, and the model 
predicts the attack types for each record. The results are displayed in the Tkinter GUI 

ECNN 

Convolutional Neural Networks (CNNs) are a type of deep neural network designed for processing 
structured grids of data, such as images or spatial data. Unlike traditional neural networks, CNNs 
leverage spatial hierarchies of features and local receptive fields to capture patterns efficiently. They 
are widely used in computer vision tasks, including image classification, object detection, and 
segmentation. 

 

Fig. 2: Architectural of CNN model. 

Convolutional Layers: At the core of a CNN are convolutional layers. Each layer consists of a set of 
learnable filters (or kernels) that slide over the input data, performing element-wise multiplication 
with local regions and producing feature maps. This process allows the network to learn hierarchical 
representations of patterns in the data. Mathematically, for an input I and a filter K, the output feature 
map O is computed as: 

O(i,j)=∑m∑nI(i+m,j+n)⋅K(m,n) 

where i,j represents the spatial location in the output feature map. 

Pooling Layers: Pooling layers follow convolutional layers and serve to downsample the spatial 
dimensions of the feature maps while retaining important features. Max pooling, for instance, selects 
the maximum value from each region of the feature map defined by a pooling window, thus reducing 
the spatial size and providing translation invariance. 
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Fig. 3: Maxpooling Layers. 

Activation Functions: Activation functions like ReLU (Rectified Linear Unit) are applied after each 
convolutional and pooling layer to introduce non-linearity, allowing the network to learn complex 
relationships in the data. 

Architectural Components 

Fully Connected Layers: Following multiple convolutional and pooling layers, fully connected 
layers aggregate features learned by previous layers to make final predictions. These layers connect 
every neuron from one layer to every neuron in the next layer, enabling high-level reasoning. 

Dropout: To prevent overfitting, dropout layers randomly deactivate a fraction of neurons during 
training, forcing the network to learn redundant representations and improving generalization. 

Loss Functions: CNNs are typically trained using gradient-based optimization methods such as 
stochastic gradient descent (SGD). Common loss functions include softmax cross-entropy for 
classification tasks and mean squared error for regression. 

Back propagation: The backpropagation algorithm computes gradients of the loss function with 
respect to the network parameters, enabling efficient updates of weights through gradient descent. 

4. RESULTS AND DISCUSSION 

Figure 4 depicts a visual representation of the GUI application developed for wireless network 
intrusion detection. It showcases the various components and features of the application, allowing 
users to interact with the ASS and ECNN models for intrusion detection. Figure 5 presents a bar chart 
(count plot) illustrating the distribution of different attack types in the NSL-KDD dataset. Each bar 
represents a specific type of network attack, and the height of the bar indicates the frequency or count 
of that particular attack type in the dataset.  

 

Figure 4: Illustration of UI application for wireless network intrusion detection using ASS and ECNN. 
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Figure 5: Count plot of attack types in NSL-KDD dataset. 

Figure 6 shows a screenshot of the user interface after successfully loading the NSL-KDD dataset. It 
displays the loaded dataset with detailed information, such as the number of rows (11578) and 
columns (42). Users can interact with this loaded dataset through the application's interface. 

 

Figure 6: Illustrating the UI application after loading the NSL-KDD dataset with 11578 rows and 42 
columns. 

Figure 7 showcases the dataset after undergoing preprocessing steps. Preprocessing typically includes 
tasks like encoding categorical variables, handling missing values, normalizing features, and shuffling 
the data. The processed dataset is essential for training machine learning models. Figure 8 displays the 
dataset after the application of the ASS algorithm for data augmentation. ASS is used to balance the 
class distribution in the dataset by generating synthetic samples of minority class instances. This step 
helps in addressing class imbalance issues. 

Figure 9 represents the user interface after splitting the dataset into training and testing sets. In this 
case, 80% of the data (19177 records) is used for training, and 20% (4795 records) is reserved for 
testing the machine learning models. This step ensures that the models are trained on a subset of the 
data and evaluated on an independent subset to assess their generalization performance. 
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Figure 7: Dataset after preprocessing, normalization and shuffling process. 

 

 

Figure 8: Dataset after applying augmentation using ASS algorithm. 

 

Figure 9: UI after applying data splitting into train and test with 80%, and 20% of 23972 records. 

Figure 10 presents confusion matrices for the results obtained using different classifiers: Naïve Bayes, 
SVM, and the proposed ASS with ECNN model. Confusion matrices provide detailed information 
about the model's performance, showing the true positive, true negative, false positive, and false 
negative predictions for each class. 
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Table 1 presents a comparison of various performance metrics (such as accuracy, precision, recall, and 
F1-score) obtained from different models. These metrics provide insights into the effectiveness of 
each model in detecting network intrusions.  

 

 

Figure 10: Confusion matrix obtained using existing naïve bayes, SVM classifiers and proposed ASS 
with ECNN model. 

Figure 11 displays a graphical representation of the performance evaluation results for existing 
models (such as Naïve Bayes and SVM) compared with the proposed ASS and ECNN model. The 
graph could show trends or comparisons of metrics across different models, providing a visual 
summary of the evaluation results. 12 Figure shows the user interface after performing predictions on 
test data using the trained models. It displays the results of the prediction, indicating the predicted 
labels for the test instances and potentially providing additional information on the confidence or 
probability scores associated with the predictions. 

Table 1: Performance comparison of obtained quality metrics for wireless network intrusion detection 
system. 
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Figure 11: Performance evaluation graph of existing and proposed models. 

 

Figure 12: Illustration of UI application after performing prediction on test data. 

5. CONCLUSION 

This research successfully implemented a wireless network IDS by integrating the ASS technique 
with the ECNN model. This hybrid approach proved to be highly effective in addressing the class 
imbalance challenge commonly encountered in intrusion detection datasets. The system demonstrated 
superior performance compared to traditional classifiers like Naive Bayes and SVM. The ASS with 
ECNN model outperformed its counterparts, showcasing higher accuracy, which is vital for precise 
identification of network anomalies. Moreover, the model exhibited superior precision, indicating a 
reduced rate of false positives, and higher recall, indicating fewer false negatives. The F1-score, 
representing a balanced trade-off between precision and recall, highlighted the system's efficiency in 
handling both types of classification errors. These findings emphasize the model's effectiveness in 
accurate intrusion detection. In addition, these enhanced metrics underscore the system’s robustness in 
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accurately distinguishing between normal and intrusive network activities. In conclusion, the wireless 
network IDS is poised to evolve, adapting to emerging threats, and maintaining its effectiveness in 
safeguarding network infrastructures. The ongoing research and implementation efforts will 
contribute significantly to the field of network security, ensuring robust and proactive intrusion 
detection capabilities. 
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