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ABSTRACT: Computers rely on human action 

recognition to comprehend human activity in visual 

media. There is still a lot of room for improvement 

in terms of accuracy since there is no background 

information for recognition in a single picture. This 

research proposes a single-image human action 

detection system that uses skeletal keypoints and 

upgraded ResNet to achieve better accuracy via a 

number of different means. To address the issues of 

a huge network and sluggish operation, we built a 

model based on the different images which are 

trained rigorously, making it more suitable for the 

human action recognition job while simultaneously 

increasing accuracy and balancing the total amount 

of parameters. This study evaluates ResNet, and the 

whole network as improvement approaches. In spite 

of variations in human motion, backdrop lighting, 

and occlusion, the findings demonstrate that the 

single-image human action identification system 

using enhanced ResNet and skeleton keypoints is 

capable of properly identifying human activity. . 

Introduction:  

Athlete action evaluation, proctoring of exams, sign 

language recognition based on action classification  

shopping mall behavior detection etc. are just a few 

examples of the many modern applications of 

human action classification (HAC), which involves 

computers automatically analyzing feature images 

and then assigning appropriate labels to the 

resulting images. However, owing to varied 

behaviors and complicated environments, action 

detection and categorization is a difficult subject. 

There has been an unceasing stream of recent HAC 

research based on machine learning models, which 

mirrors the meteoric rise in popularity of machine 

learning generally. To finish the action detection 

and classification process for 10 different classes, 

Liu et al. [5] used a combination of space-time 

features and a hyper-sphere multi-class Support 

Vector Machine (HS-MC SVM). By using the K-

Nearest Neighbor (KNN) Algorithm, Wang et al. 

[6] found that, with the right choice of k, the final 

accuracy would be reasonably high. In order to 

increase classification accuracy while decreasing 

the negative impact on the environment, Chuan et 

al. presented an enhanced Random Forest model 

called Action Forest [7]. Ijjina and Mohan, for 

example, built their own convolutional neural 

network to automatically learn important elements 

of movies of human behaviors [8]. The study was 

based on CNNs, however. Furthermore, prior work 

has focused solely on the ResNet model—one of the 

classical and outstanding CNN models—and how to 

improve ResNet model's performance when dealing 

with HAC without incorporating any other features 

extraction methods. However, Yang et al. [9] aims 

to improve human action recognition accuracy by 

combining various feature extraction methods with 

CNN. More action categories and random 

backdrops warrant more in-depth research when 

dealing with complicated surroundings and multi-

behaviors. In this research, we provide a method 

that uses the ResNet model to properly categorize 

human activity photographs into fifteen distinct 

groups, such as eating, using a laptop, smiling, etc. 

Many unknowns accompany people's acts in the 

actual world. The fact that there is only one class 

for all of these different ways people drink water—
from cups to straws to just holding the water in their 
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hands—means that CNN models need to learn more 

"details" from the images they process in order to 

complete multi classification tasks. As the number 

of learning layers increases in ResNet, the gradient 

becomes substantially smaller, allowing the model 

to acquire more features at greater operating speeds 

[10]. Consequently, this study focuses on many 

major points: (1) Make sure that the training and 

testing sets of images for each action type include a 

diverse variety of styles and environments, 

including close-ups, far-shots, mixed-action 

sequences, and scenes with many people. The goal 

is to make sure the trained model works better in a 

scenario that mimics the actual world as much as 

possible. Using the ResNet model for this 

classification problem, we may improve the 

accuracy while minimizing the loss value by 

enhancing images, selecting the parameters, and 

increasing the number of layers.  

Methodology:  
The data used in this study came from the real time 

pictures and videos. There are two halves to the 

original data set: a training set with 1000 images of 

people in various behaviors and a test set with 700 

images of people in various behaviors. There are 

fifteen different activity categories to which these 

photographs belong: "calling," "cycling," "dancing," 

"drinking," "eating," "fighting," "embracing," 

"laughing," "listening_to_music," "running," 

"sitting," "sleeping," "texting," and "using_laptop." 

The test set uses a ".csv" file that follows a one-to-

one correspondence between picture names and 

action labels; each folder in the test set contains an 

average of 840 pictures. The training set uses an 

approach wherein each picture is first classified 

based on the user's subjective assessment of the 

picture's behavior; then, each folder in the training 

set contains an average of 110 pictures. All of these 

images are RGB photographs, and they range in 

size. 

Each image in the training and test sets undergoes 

three stages of preprocessing. The ResNet50, 

ResNet101, and ResNet152 models imposed size 

restrictions on input photographs, hence it is 

recommended to first limit the picture size to 

224×244. Next, enhance the input photographs by 

adjusting their brightness, contrast, and saturation 

levels; this will make the input pictures more 

accurate and less affected by blurriness. Lastly, 

bringing all of the images into conformity with the 

mean and standard deviation values that were 

determined from the training set augmentation. The 

parameter's details are shown in the table. 

 
ResNet Model  

Among the top convolutional neural network 

(CNN) models, Deep Residual Network (ResNet) is 

used for a variety of applications because it attempts 

to avoid disappearing or explosion gradients as the 

network depth increases [12, 13]. Figure 2 shows 

the working concept of one ResNet building block. 

In this block, x is the final output of the previous 

building block, F(x) is the set of features extracted 

by this block, and the result of this block is 

represented by F(x) + x [10].  

 

Implementation  

By using GPU, the research made use of the well-

known deep learning framework PyTorch, which 

may speed up the process of human action 

categorization. By keeping the initial learning rate, 

batch size, optimizer, loss function of train, loss 

function of test, and epochs constant, as well as 

adjusting the appropriate parameters and 

hyperparameters of each ResNet model, this paper 

aims to compare the accuracy and loss of the 

classification result using ResNet18, ResNet50, 

ResNet101, and ResNet152, respectively. 
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Results:  

Using ResNet, the human action recognition test 

experiment was conducted in this article. Following 

20 training rounds (604 iterations) on the Pascal 

Voc dataset, the network maintained an accuracy of 

about 90.5%.  

After adding the points to the ResNet model, we 

compared its results to those of the baseline model 

using the keypoints detection ablation test, which 

adjusts for other factors. Adding the keypoints to 

the model employed in this research increases the 

classification indices compared to the prior one, as 

can be immediately shown. 

  

We also checked the model's performance against 

other networks. For the comparative experiment, the 

following networks were chosen: CNN [3], Action 

Mask [1], CNN [4], Whole and Parts [11]. And in 

seven out of ten categories, the algorithm came out 

on top. Calling, playing an instrument, reading, 

jogging, photographing, using a computer, and 

strolling are the seven types of activities. Despite 

without using any extra data or gimmicks, the 

method presented in this work nevertheless 

manages to obtain a competitive result. The efficacy 

of the suggested approach may be shown in this 

way. 

 
Comparison Graph 

 

Conclusion:  
An upgraded version of ResNet and  human action 

recognition system is proposed to address the issue 

of low single-image accuracy in this area. As its 

core classification network, ResNet was 

supplemented with CPN in this approach. A 

multitasking architecture underpins the whole 

network. Based on this, we may enhance the 

recognition accuracy without increasing the total 

network parameters by modifying the backbone 

ResNet and branch CPN networks. The results of 

the experiments demonstrate that the technique 

outperforms previous single-image human action 

recognition networks.  
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