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Abstract—Context: Cloud computing is a model for enabling 

convenient and on-demand network access to a shared pool of 

configurable computing resources like networks, servers, 

storage, application, and services that can be rapidly provisioned 

and released with minimal management effort or service 

provider interaction. These resources are pooled for the usage of 

customers. Its main purpose is to cater the elastic need of 

resources of customers due to varying workload. Clients need to 

pay only for the amount of resources they use. There are three 

type of cloud services: Infrastructure as a service, Platform as a 

service and Software as a service. In IaaS, User acquire 

computing resources such as Processing power, Memory, Storage 

etc. In PaaS, Users are provided with programming languages 

and tools with high level of abstraction to develop applications. 

In SaaS, Users use web browser to access software that others 

have developed and offered as a service over the web. These 

features and resources can be leveled up and down as per 

requirements. The resources need to be managed so that all the 

customers may get the services for which they demand and the 

resources can be efficiently utilized. The resources must be 

managed properly to save cost, provide functionality and 

increase efficiency of the cloud. In this thesis, I will work on 

automated resource management which will ensure efficient and 

cost aware utilization of resources. 

I. INTRODUCTION 

Cloud computing is a model for enabling ubiquitin, 

convenient, on-demand network access a shared pool of 

configurable computing resources (eg., network, servers, storage, 

application and services) that can be rapidly provisioned and 

released with minimal management effort or service provider 

interaction. The essential characteristics of cloud computing are 

on-demand self-service, broad network access, resource pooling, 

rapid elasticity and measured services. A cloud computing 

platform dynamically provisions, configures, reconfigures and 

de-provisions servers as needed. Servers in the cloud can physical 

machines or virtual machines. A client can access all programs 

and documents on cloud through any computer device via 

internet connection. With cloud computing, The software 

programs used by a client are not run from any personal 

computer but rather stored on server and accessed via internet. 

It provides pay as you go pricing model. There are various 

services provided by closed computing such as: Infrastructure as 

service (IaaS), Platform as service (Paas) and software as service 

(SaaS). All these services need high level of resource elasticity. 

Thus it a challenge for cloud provider to manage resources so 

that the meet service level agreement (SLA). Most of these 

services are service provider centric. This thesis focus on user 

centric cloud services.  

 

 

Keywords—Challenges, Cloud Computing, costing, Techniques. 

II. Essential Characteristics of Cloud Computing 

On-demand self-service: A consumer can unilaterally provision 
computing capabilities, such as server time and network 
storage, as needed automatically without requiring human 
interaction with each service provider 

Broad network access: Capabilities are available over the 
network and accessed through standard mechanisms that 
promote use by heterogeneous thin or thick client platforms 
(e.g., mobile phones, tablets, laptops, and workstations)  

Resource pooling: The provider’s computing resources are 
pooled to serve multiple consumers using a multi-tenant model, 
with different physical and virtual resources dynamically 
assigned and reassigned according to consumer demand. There 
is a sense of location independence in that the customer 
generally has no control or knowledge over the exact location 
of the provided resources but may be able to specify location at 
a higher level of abstraction (e.g., country, state, or datacenter). 
Examples of resources include storage, processing, memory, 
and network bandwidth. 

Rapid elasticity: Capabilities can be elastically provisioned and 
released, in some cases automatically, to scale rapidly outward 
and inward commensurate with demand. To the consumer, the 
capabilities available for provisioning often appear to be 
unlimited and can be appropriated in any quantity at any time. 

Measured service: Cloud systems automatically control and 
optimize resource use by leveraging a metering capability (pay-
per-use basis) at some level of abstraction appropriate to the 
type of service (e.g., storage, processing, bandwidth, and active 
user accounts). Resource usage can be monitored, controlled, 
and reported, providing transparency for both the provider and 
consumer of the utilized service. 

III. Cost-aware elasticity vs Cost optimized elasticity: 
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A. We present a cost-aware system that integrates multile 

elasticity mechanisms such as replication and migration 

and computes both a cost-optimized configuration for the 

desired capacity as well as a plan for transitioning the 

applicaton from its current setup to its new configuration. 

This algorithm can take into account price different server 

type to minimize the infrastrature cost of provisioning a 

certain capacity. It alos minimize the time to add extra 

capacity using different elasticity mechanisms ( we call 

this time as transition cost). We formulate our provisioning 

problem as an interger linear program(ILP) to account for 

both infrastrature and transition cost for deriving 

appropriate elasticity decisions. 

 

B.  

We implement as prototype of this algorithm on could 

provisioning engine, using the CloudSim simulator in Eclipse, 

that in corporates our optimizations, and evaluate its efficacy 

on both a private laboratory-based Xen cloud. Our 

experimental result: 

Demonstrate that cost-aware elasticity can reduce 

infrastructure costs comparison to cost-oblivious provisioning 

capproaches, 

demonstrate that integrating multiple mechanisms such as 

migration and replication into a unified approach can double 

the cost savings, and 

demonstrate how our transition-aware approach can be 

employed to quickly provision capacity in scenarios where an 

application workload surges unexpectedly. 

 

 

C. External The prior work on dynamic provisioning has not 

been cost-aware. By being costoblivious, prior approaches 

assume that so long as the desired capacity is allocated to 

the application, the choice of exact hardware configuration 

is immaterial. That is, the unit cost per core is assumed to 

be identical, making an N-core system equivalent, from a 

provisioning perspective, to an N-core systems with single 

cores. In the cloud context, however, the choice of the 

configuration matters, since pricing per core is not 

uniform. Hence, this algorithm must take server 

infrastructure costs into account during provisioning 

D. IV. RESULTS AND ANALYSIS 

 

In Cloud computing, application providers can allocate 

resources purely on-demand. On-demand (OD) computing is 

an increasingly popular enterprise model in which computing 

resources are made available to the user as needed. The 

resources may be maintained within the user's enterprise, or 

made available by a service provider. The on-demand model 

was developed to overcome the common challenge to an 

enterprise of being able to meet fluctuating demands 

efficiently. Because an enterprise's demand on computing 

resources can vary drastically from one time to another, 

maintaining sufficient resources to meet peak requirements 

can be costly. Conversely, if the enterprise cuts costs by only 

maintaining minimal computing resources, there will not be 

sufficient resources to meet peak requirements. 
.  

On-demand computing products are rapidly becoming 
prevalent in the marketplace. Computer Associates, HP, IBM, 
Microsoft, and Sun Microsystems are among the more 
prominent on-demand vendors. These companies refer to their 
on-demand products and services by a variety of names. IBM 
calls theirs "On Demand Computing" (without the hypen). 
Concepts such as grid computing, utility computing, autonomic 
computing, and adaptive management seem very similar to the 
concept of on-demand computing. Jason Bloomberg, Senior 
Analyst with ZapThink, says that on-demand computing is a 
broad category that includes all the other terms, each of which 
means something slightly different. Utility computing, for 
example, is an ondemand approach that combines outsourced 
computing resources and infrastructure management with a 
usage-based payment structure (this approach is sometimes 
known as metered services). 

Many industry insiders expect on-demand computing to 
become the most pervasive enterprise computing model within 
the next few years. According to Irving Wladawsky-Berger, 
IBM's vice-president of technology and strategy (quoted in a 
ZDNet Tech Update article), "The technology is at a point 
where we can start to move into an era of on-demand 
computing. I give it between two and four years to reach a level 
of maturity."[56] 

This ability to allocate resources on an as-needed basis 
which we refer to as elasticity, can yield significant cost 
savings, but also raises new challenges for the application 

  

providers, particularly in an Infrastructure as a Service 
(IaaS) cloud. In this chapter we present a User centric cost 
efficient system that provides efficient support for elasticity in 
the cloud by: 

i Leveraging multiple mechanisms to reduce the time to 
transition to new configurations, and 

ii Optimizing the selection of a virtual server 
configuration that minimizes the cost. 

                                      V .CONCLUSION 

The parameters used in this model are: 

 

• For High performance, 600 cloudlets are allocated. 

• For Medium performance, 400 cloudlets are allocated. 

• For Low performance, 200 cloudlets are allocated. 

Table 1 shows the results for particular parameters and 
workload, for all three types of configurations i.e. high 
performance, medium performance and low performance. 
From this table, it is observed that the cost of high performance 
model is high while 
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• Total Cost of VMs in High performance configuration 
is approx. 247% more than low performance configuration. 

• High energy consumption in high performance 
configuration. 

• Service Level Agreement (SLA) is more achieved in 
High performance configuration as compared to other two 
configurations. 

Thus this model provides a different approach to users so 
that they can configure their cloud as per their own 
requirements without any interference of service provider using 
an interface. This tends to bring more power in the hands of 
users. 

 

The template is designed so that author affiliations are not 
repeated each time for multiple authors of the same affiliation. 
Please keep your affiliations as succinct as possible (for 
example, do not differentiate among departments of the same 
organization). This template was designed for two affiliations. 

We have identified the security techniques that are used in the 

case of when data resides in the Cloud in Systematic process. 

The identified challenges, mitigation techniques and 

compromised attributes are described in Appendix section. 

The few popular security methods are Secure Socket Layer 

(SSL) Encryption; Multi Tenancy based Access Control, 

Intrusion Detection System, Novel Cloud dependability model, 

Hadoop Distributed File System and Hypervisor. From the 

Analysis of results from survey we have identified the 

following security challenges. 
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