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ABSTRACT 

 Many schemes have been recently advanced for storing data on multiple clouds. Distributing 

data over different cloud storage providers (CSPs) automatically provides users with a certain degree 

of information leakage control, for no single point of attack can leak all the information. However, 

unplanned distribution of data chunks can lead to high information disclosure even while using 

multiple clouds. In this paper, we study an important information leakage problem caused by 

unplanned data distribution in multicloud storage services. Then, we present StoreSim, an information 

leakage aware storage system in multicloud. StoreSim aims to store syntactically similar data on the 

same cloud, thus minimizing the user’s information leakage across multiple clouds. We design an 

approximate algorithm to efficiently generate similarity-preserving signatures for data chunks based 

on MinHash and Bloom filter, and also design a function to compute the information leakage based on 

these signatures. Next, we present an effective storage plan generation algorithm based on clustering 

for distributing data chunks with minimal information leakage across multiple clouds.  

 

1 INTRODUCTION 

 

With the increasingly rapid uptake of devices such as laptops, cell phones and tablets, users require 

ubiquitous and massive network storage to handle their ever-growing digital lives. To meet these 

demands, many cloud-based storage and file sharing services such as Dropbox, Google Drive and 

Amazon S3, have gained popularity due to the easy-to-use interface and low storage cost. However, 

these centralized cloud storage services are criticized for grabbing the control of users’ data, which 

allows storage providers to run analytics for marketing and advertising . Also, the information in 

users’ data can be leaked e.g., by means of malicious insiders, backdoors, bribe and coercion. One 

possible solution to reduce the risk of information leakage is to employ multicloud storage systems in 

which no single point of attack can leak all the information. A malicious entity, such as the one 

revealed in recent attacks on privacy, would be required to coerce all the different CSPs on which a 

user might place her data, in order to get a complete picture of her data. Put simply, as the saying 

goes, do not put all the eggs in one basket. 

 Journal of Engineering Sciences Vol 15 Issue 07,2024

ISSN:0377-9254 https://jespublication.com/ Page 797



 

 

 

Literature Survey 

Depsky: dependable and secure storage in a cloud-of-clouds 

 The increasing popularity of cloud storage services has lead companies that handle critical 

data to think about using these services for their storage needs. Medical record databases, large 

biomedical datasets, historical information about power systems and financial data are some examples 

of critical data that could be moved to the cloud. However, the reliability and security of data stored in 

the cloud still remain major concerns. In this work we present DepSky, a system that improves the 

availability, integrity, and confidentiality of information stored in the cloud through the encryption, 

encoding, and replication of the data on diverse clouds that form a cloud-of-clouds. We deployed our 

system using four commercial clouds and used PlanetLab to run clients accessing the service from 

different countries. We observed that our protocols improved the perceived availability, and in most 

cases, the access latency, when compared with cloud providers individually. Moreover, the monetary 

costs of using DepSky in this scenario is at most twice the cost of using a single cloud, which is 

optimal and seems to be a reasonable cost, given the benefits. 

 
3 IMPLEMENTATION STUDY 

EXISTING SYSTEM: 

In fact, the data deduplication technique, which is widely adopted by current cloud storage services in 

existing clouds, is one example of exploiting the similarities among different data chunks to save disk 

space and avoid data retransmission . It identifies the same data chunks by their fingerprints which are 

generated by fingerprinting  algorithms such as SHA-1, MD5. Any change to the data will produce a 

very different fingerprint with high probability . However, these fingerprints can only detect whether 

or not the data nodes are duplicate, which is only good for exact equality testing. Determining 

identical chunks is relatively straightforward but efficiently determining similarity between chunks is 

an intricate task due to the lack of similarity preserving fingerprints (or signatures). 

 

  

 

Disadvantages: 

 Unplanned distribution of data chunks can lead to high information disclosure even while using 

multiple clouds. 

 Frequent modifications of files by users result in large amount of similar chunks1;  
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 Proposed System & alogirtham 

We present StoreSim, an information leakage aware multicloud storage system which incorporates 

three important distributed entities and we also formulate information leakage optimization problem 

in multicloud. 

4.1 Advantages: 

 However, previous works employed only a single cloud which has both compute and storage 

capacity. Our work is different since we consider a mutli cloud in which each storage cloud is only 

served as storage without the ability to compute. 

 Our work is not alone in storing data with the adoption of multiple CSPs these work focused on 

different issues such as cost optimization , data consistency and availability.  

 

              Fig:3.1 System Architecture  

 

IMPLEMENTATION 
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MODULES 

1. DATA OWNER 

2. METADATA  SERVER 

3. CLOUD SERVICE PROVIDER 

4. DATA USER 

1.DATA OWNER: 

 In this module, we develop the Customer features functionalities. Customer first register his/her 

details and login. Customer can outsource sensitive and valuable data to cloud by encrypting data 

and splitting data in to multiple parts.  

 Data owner has option to modify data which is uploaded to cloud. In this process when user updates 

data stored in cloud1 with data which is already available in cloud2 then total data will be visible in 

cloud1 only. In order to solve this problem owner will check data similarity using minhash and data 

matching percentage is calculated and refer to user where to upload data. 

2.METADATA SERVER: 

Metadata servers are used to store the metadata database about the information of files, CSPs and 

users,which usually are structured data representing the whole cloud file system. 

3.CLOUD SERVICE PROVIDER: 

 In this module, we design the Cloud functionalities. The Cloud entity can view all customer details, 

file upload details and customer file download details. In this module, we use the DriveHQ Cloud 

Service API for the Cloud Integration and develop the project.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5 RESULTS AND DISCUSSION 
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HOME PAGE 

             

                                              Fig 5.1: home page 

     

CLIENT REGISTRARION 

 

Fig 5.2: Client Registration 

CLIENT LOGIN                    
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                                                  Fig : client login 

                                                

 

CLIENT HOME 

 

Fig : client home 

UPLOAD 
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FILES

              

 Fig5.3 : Upload files 

                           ENCRYPT  DATA 

 

 

Fig5.4: encrypt data 
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MODIFY FILES 
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Fig 5.5 modify files 

 

VIEW FILES & REQUESTS 

 

Fig5.6: view files & requests 
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DOWNLOAD FILES 

 

 

Fig: download files 

VIEW SECURITY KEY 

 

Fig5.7: view security key 
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DOWNLOAD CLOUD1 & CLOUD2 DATA 

 

Fig5.8 : download cloud1 & cloud2 data 

METADATA SERVERS LOGIN 
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Fig5.9 : metadata servers login 

 

 

 

VIEW FILES 

 

 Journal of Engineering Sciences Vol 15 Issue 07,2024

ISSN:0377-9254 https://jespublication.com/ Page 808



 

 

 

Fig5.10:view files 

VIEW CLIENT REQUESTS 

       

                                         Fig5.11: view client requests 

 

 

 6. CONCLUSION AND FUTURE WORK 

 CONCLUSION 

Distributing data on multiple clouds provides users with a certain degree of information leakage 

control in that no single cloud provider is privy to the entire user’s data. However, unplanned 

distribution of data chunks can lead to avoidable information leakage. We show that distributing data 

chunks in a round robin way can leak user’s data as high as 80% of the total information with the 

increase in the number of data synchronization. To optimize the information leakage, we presented the 

StoreSim, an information leakage aware storage system in the multicloud. Store Sim achieves this 

goal by using novel algorithms, BFSMinHash and SPClustering, which place the data with minimal 

information leakage (based on similarity) on the same cloud. Through an extensive evaluation based 

on two real datasets, we demonstrate that StoreSim is both effective and efficient (in terms of time and 

storage space) in minimizing information leakage during the process of synchronization in multicloud. 

We show that our StoreSim can achieve near-optimal performance and reduce information leakage up 

to 60% compared to unplanned placement. Finally, through our attackability analysis, we further 

demonstrate that StoreSim not only reduces the risk of wholesale information leakage but also makes 

attacks on retail information much more complex. 
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